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Abstract. Polyhedral analysis [9] is an abstract interpretation used for
automatic discovery of invariant linear inequalities among numerical vari-
ables of a program. Convexity of this abstract domain allows efficient
analysis but also loses precision via convex-hull and widening operators.
To selectively recover the loss of precision, sets of polyhedra (disjunctive
elements) may be used to capture more precise invariants. However a
balance must be struck between precision and cost.

We introduce the notion of affinity to characterize how closely related is
a pair of polyhedra. Finding related elements in the polyhedron (base)
domain allows the formulation of precise hull and widening operators
lifted to the disjunctive (powerset extension of the) polyhedron domain.
We have implemented a modular static analyzer based on the disjunc-
tive polyhedral analysis where the relational domain and the proposed
operators can progressively enhance precision at a reasonable cost.

1 Introduction

Abstract interpretation [7, 8] is a technique for approximating a basic analysis,
with a refined analysis that sacrifices precision for speed. Abstract interpretation
relates the two analyses using a Galois connection between the two corresponding
property lattices. The framework of abstract interpretation has been used to
automatically discover program invariants. For example, numerical invariants
can be discovered by using numerical abstract domains like the interval domain
[6] or the polyhedron domain [9]. Such convex domains are efficient and their
elements represent conjunctions of linear inequality constraints.

Abstract domains can be designed incrementally based on other abstract do-
mains. The powerset extension of an abstract domain [8, 12] refines the abstract
domain by adding elements that allow disjunctions to be represented precisely.
Unfortunately, analyses using powerset domains can be exponentially more ex-
pensive compared to analyses on the base domain. One well-known approach
to control the number of disjuncts during analysis is to use a powerset domain
where the number of disjuncts is syntactically bounded. In this setting, the chal-
lenge is to find appropriate disjuncts that can be merged without (evident) losses
in precision. Recently, a technique for disjunctive static analysis has been pro-
posed and implemented [24]. The analysis is formulated for a generic numerical
domain and an heuristic function based on the Hausdorff distance is used to
merge related disjuncts. Besides combining related disjuncts, another difficulty



in designing a disjunctive abstract domain is to define a precise and convergent
widening operator.

In this paper, we develop a novel technique for selective hulling to obtain
precise fixed points via disjunctive inference. Our framework uses a fixed point
algorithm guided by an affinity measure to find and combine disjuncts that are
related. We also develop a precise widening operator on the powerset domain
by using a similar affinity measure. We have built a prototype system to show
the utility of the inferred postconditions and the potential for tradeoff between
precision and analysis cost.

This paper is organized as follows: an overview of our method with a running
example is presented in Sect. 2. Section 3 introduces our source language and a
set of reasoning rules that collect a (possibly recursive) constraint abstraction
from each method/loop to be analyzed. Those recursive constraint abstractions
are subjected to the disjunctive fixed point analysis based on selective hulling
and widening as described in Sect. 4. Our implementation and experimental
results are presented in Sect. 5. Section 6 presents related work, while Sect. 7
concludes.

2 Overview

To provide an overview of our method, we will consider the following example.
This program computes the index [ of a spe-
cific element in an array of size N. The array x:=0;upd:=False;

contents has been abstracted out and only the |y 1516 (x < N) do {

updates to the index variables | and x have if (randBool()) then {
been retained. The call to the method randBool 1:=x;upd:=True
abstracts whether the current element indexed } else { O };

by z is found to satisfy the search criterion. x:=x+1 }

Whenever the criterion is satisfied, the index
variable [ is updated, as well as the boolean
flag upd. An assertion at the end of the loop could check that, whenever an
element has been found (upd=true), its index ! is a valid index of the array
(0<I<N). The aim of our static analysis is to infer disjunctive invariants that
can help prove such properties.

A static analysis can be formulated as a state-based analysis: guided by the
program state at the beginning of the loop, it computes the loop postcondition
as a program state approximation [9, 13, 24]. As an alternative, our method is
related to trace-based analysis [4] and computes the loop summary as a transition
from the prestate (before the loop) to the poststate (after the loop body).

Our analysis is formulated in two stages. Firstly, it collects a constraint ab-
straction from the method/loop body to be analyzed. This abstraction can be
viewed as an intermediate form and is related to the constraint abstraction in-
troduced in [14]. As a second step, an iterating process will find the fixed point
for the constraint abstraction function.

For the running example, the constraint abstraction named wh represents the
input-output relation between the loop prestate (in terms of X, the unprimed




variables z, N, I, upd) and the loop poststate (in terms of X', the primed variables
', NI upd’).

wh(X, X"):— ((nochange(X) Az’ <N")o{1 upay
(I'=x A upd'=1V nochange(l, upd)) oy}
(z'=z+1)oxwh(X, X"))
V (nochange(X) A x'>N")

The nochange operator is a special transition where original and primed variables
are made equal: nochange({}) =4r true; nochange({x}UX) =4 (z'=z)Anochange(X).
The composition operator (¢,o,, ¢,) is left-associative and composes the input-
output relations ¢; and ¢ updating W variables as specified by ¢- formula.
Formally, given ¢1,¢2, and the set of variables to be updated X={z1,...,z,},
the composition operator ox is defined as:

@1 0x P2 =g AT1.7m - p1P1L N p2 P2
where 71,...,7, are fresh variables; p1 = [z} — ;|7

sp2 = [T iy

Note that p; and p, are substitutions that link each latest value of 2} in ¢1 with
the corresponding initial value z; in ¢ via a fresh variable r;.

With these two operators, the effects of the loop sub-expressions are com-
posed to obtain the effect of the entire loop body. The 1st line of the constraint
abstraction corresponds to the loop test that is satisfied. The 2nd line stands for
the body of the conditional expression from the loop. Note that the boolean con-
stants False and True are modeled as integers 0 and 1. The 3rd line represents
the assignment that increments = by 1 composed with the effect of subsequent
loop iterations (the occurrence of the wh constraint abstraction). The 4th and
last line stands for the possibility that the loop test is not satisfied.

After some simplifications, the constraint abstraction reduces to:

wh(X, X'):—3X1-( (z1=2+1 A N1=N A li=x A updi=1 A wh(X1,X"))
V (z1=2+1 A N1=N A 1=l A updi=upd A wh(X1, X"))
\Y

(z'=x A N'=N Al'=l A upd'=upd A z'>N"))

where X, denotes the local variables (z1, N1, 1, upd1).

The analysis goal is then to compute a fixed point approximation for the
constraint abstraction function. This function takes as argument a transition
depending on X, X’ and its result is also expressed as a transition dependent on
the same variables. Both transitions can either be approximated by polyhedra
or, more precisely, by sets of polyhedra. The first case is akin to the polyhedral
analysis from [9] and is reviewed next. For the second case, we will use our
running example to show how to compute a disjunctive loop postcondition.

2.1 Computing Fixed Points in the Polyhedron Abstract Domain

We briefly review the method based on Kleene’s fixed point iteration applied to
the polyhedron abstract domain. Let (£, <) be a complete lattice, and denote
by (P,=) the lattice of polyhedra. We write L for its least element (in P,



the empty polyhedron or its representation, the formula false), and T for its
greatest element (in P, the entire n-dimensional space or its representation, the
formula true). The meet and join operations in the lattice of polyhedra are,
respectively, the set intersection and the convex polyhedral hull, the latter being
denoted by @. A function f that is a self-map of a complete lattice is monotone
if © <y implies f(x) < f(y). In particular, the constraint abstraction functions
derived by our analysis are monotone self-maps of the (powerset) polyhedra
lattice.

The least fixed point of a monotone function f can be obtained by computing
the ascending chain fy = L, fn41 = f(fn), with n>0. If the chain becomes
stationary, i.e., if f,, = fin41 for some m, then f,, is the least fixed point
of f. In the case of a lattice infinite in height (as the lattice of polyhedra),
an ascending chain may be infinite, and a widening operator must be used to
ensure convergence. A widening operator V is a binary operator to ensure that
the iteration sequence fo = L, fr+1 = f(fx) followed by fr11 = [V f(fn), with
n > k, converges. In this case, the limit of the sequence is known as a post fized
point of f. A post fixed point is a sound approximation of the least fixed point,
and the criterion to verify that z is a post fixed point for f is that z > f(z).
For the polyhedron domain, the standard widening operator was introduced in
[9]. Intuitively, the result of the widening ¢ Vs is obtained by removing from
¢1 those conjuncts that are not satisfied by the next iteration ¢s.

For our running example, the fixed point iteration starts with the least ele-
ment of the abstract domain represented by the false formula. The first approx-
imation wh; is a transition formula that considers that the loop test fails and
the loop body is never executed:

why :— (z'=x A N'=N Al'=l A upd'=upd A ' >N")

The next iteration is a three-disjunct formula that cannot be represented in
the polyhedron domain. An approximation for the disjunctive formula is com-
puted using the convex hull operator. A disjunctive formula can be viewed as a
set of disjuncts: ¢ = Vi_,d; = {d;};=1. Operators on these disjuncts could be used
either infixed or prefixed. For example, given ¢=d1Vds then ¢ = ${d1,d2} = di®do.

who:— (2'=x+1AN'=N Al'=x Aupd'=1 Az'>N")
V (#'=z+1 A N'=N Al'=l A upd'=upd A ' >N")
V (z'=z A N'=N AU'=l A upd'=upd A ' >N")

why :— Qwhs = (x<z’'<z+1 A N'=N Az'>N)

whi :— Qwhs = (x<a’'<x+2 A N'=N Ax'>N)

The iterating sequence will not converge since the inequality z’<z will be trans-
lated at the following iterations into z'<z+1, x'<x+2 and so on. Convergence is
ensured by the widening operator which simplifies as follows:

whi :— whyVwhs = (<2’ A N'=N Az’>N)

This result proves to be a post fixed point for the wh function. However, the
result is rather imprecise as it does not capture any information about the value
of I or the flag upd at the end of the loop. Intuitively, such information was



present in whs and whs, but approximated by the convex hull operator to obtain
whb and whj. Next, we outline a method to compute disjunctive fixed points
able to capture this kind of information.

2.2 Computing Fixed Points in a Disjunctive Abstract Domain

The two ingredients that we use to compute disjunctive fixed points are counter-
parts to the convex hull and widening operators from the conjunctive case. Both
operators ensure a bound on the number of disjuncts allowed in the formulae.
We first propose a selective hull operator &, parameterized by a constant
m that takes as argument a disjunctive formula and collapses these disjuncts
into a result with at most m disjuncts. The crux of this operator is an affinity
measure to choose the two most related (affine) disjuncts from a disjunctive
formula. Formally, given ¢ = Vi_d;, and let d;,d; be the most related disjuncts
as determined by their affinity, we define the selective hull operator as follows:

POm® =g if n<m then ¢
else ©m (¢ \{di,d;} U{di & d;})

Note that the convex hull operator from the polyhedron domain & is equivalent
to @1 since it reduces its disjunctive argument to a conjunctive formula with one
disjunct. The affinity function aims to quantify how close is the approximation
d1®ds from the disjunctive formula d; Vds. Intuitively, it works by counting the
number of inequalities (planes in the n-dimensional space) from the disjunctive
formula that are preserved in the approximation di®ds. Since it counts the
number of inequalities (relations between variables), the affinity function is able
to handle the relational information captured by the formulae in the polyhedron
domain.

As an example, consider why and whs obtained previously. The results of
selective hull with m=3 the bound on the number of disjuncts are as follows:

why' :— @, wha = whe

whi’ i — @, why = (2<2'<x+2 A N'=N A o<l'<z+2 A upd'=1 A z+2>N)
V (<2’ <z+2 A N'=N Al'=1 A upd' =upd A z+2>N)

V (z'=x A N'=N AlU'=l A upd'=upd A z>N)

The second operator needed in the disjunctive abstract domain is a widen-
ing operator. We propose a similar affinity measure to find related disjuncts
for pairwise widening. For the two disjunctive formulae why’ = (di1Vvd2Vvds) and

whj’ = (e1VeaVes), the most affine pairs will distribute the widening operator:

why'V,why':

(dl\/dg\/dg)v3 (61\/62\/63) = (d1Vel) \Y (d2V63) \Y (d3ve3)
(z'=N AN'=N Az<I'<N Aupd =1)

(x'=N AN'=N ANlU'=l A upd'=upd A x<N)

(z'=2 A N'=N Al'=l A upd'=upd A z>N)

This result proves to be a post fixed point for the wh function in the powerset
domain. The first disjunct captures the updates to the variable [, thus I’ can
safely be used as an index for the array of size N. The last two disjuncts cap-
ture the cases where, either the loop was executed but the then branch of the



conditional has never been taken (z<N A upd'=upd), or the loop has not been
executed (z>N).

Note that our disjunctive fixed point computation works not only for loops,
but also for general recursion. Our analysis also supports mutual recursion where
fixed points are computed simultaneously for multiple constraint abstraction
functions.

Since the computed fixed point represents a transition, the analysis does not
rely on a fixed initial state and can be implemented in a modular fashion. While
modular analysis may expose more disjuncts (because no information is assumed
about the initial state) and benefits more from our approach, disjunctive analysis
has been shown to be also useful for global static analyses [13, 24].

3 Forward Reasoning Rules

We propose a set of forward reasoning rules for collecting a constraint abstraction
for each method/loop. Some primitive methods may lack a method body and be
given instead a formula ¢: the given formula may include a safety precondition
(for example, bound checks for array operations), or simply represent the input-
output relation (for primitive numerical operations like add or multiply). The
reasoning process is modular, starting with the methods at the bottom of the
call graph.

For simplicity, we shall

use an imperative language P e meth*

with minimal features, as meth ::= t mn (([ref] t v)*) where ¢ {e}
given in Fig. 1. We use meth t ::=bool | int | void

for method declaration, t for k = true | false | k™ | ()

type, and e for expression. e =v | k|vi=e]|ees | mn(w*)|tv;e
This language is expression- | if v then e; else ez | while v do e
oriented and uses a nor- ¢ n=s1=sa|s1<s2 | p1Ad2 | p1V2 | Tv-d
malised form for which only s =k v |0 [E % s |51+ 52
variables are allowed as argu-

ments to a method call or a

conditional test. A preproces- Fig. 1. Simple imperative language

sor can transform arbitrarily

nested arguments to this core language form. Pass-by-reference parameters are
declared for each method via the ref keyword, while the other parameters from
{v*} are passed-by-value. For simplicity, we disallow aliasing amongst pass-by-
reference parameters. This restriction is easily enforced in our simple language
by ensuring that such arguments at each call site are distinct variables.

The constraint language defined by ¢ is based on Presburger arithmetic. Our
framework can accommodate either a richer sublanguage for better expressivity
or a more restricted sublanguage (e.g. weakly relational difference constraints
[20]) for better performance. We shall assume that a type-checker exists to ensure
that expressions and constraints used in a program are well-typed.

The rule [METH] associates each method mn with a constraint abstraction of
the same name. Namely, mn(v*, w*):— ¢, where v* covers the input parameters,



[consT] [vAR] [assiGN]

¢1 = (pAres=k)  ¢1 = (pAres=v')  F{d}e{d1} ¢2 = Tres:(¢pro(, v =res)

F{o}k{¢1} F{otv{¢1} F{o}vi=e{¢2}
[1¥] [sEQ]
[eLx] F{¢nv'=1} er {¢1} F{¢}er {1}
F{¢}e{d:} F{¢Av'=0} ez {¢2} F{3res-¢1} ez {¢2}
F{o}tv; e{3v"¢1} F {¢}if v then e; else ez {Pp1Vh2} F{¢}er;ea{p2}
[cALL] [WHILE]
W={v;}"7*  distinct(W) X=freevars(v,e) + {nochange(X)Av'=1}e{¢1}
to mn((ref t; vi)7T , (t vi)ip) pa=(droxwh(X, X)) V (nochange(X)Av'=0)
whore dyo (.} Q={wh(X. X' 62} dpo = fix(Q)
{0} mn(v1-02) (6 ow Bra} {6} while v do € {Gox by} = Bro

Fig. 2. Forward reasoning rules

while w* covers the method’s output res and the primed variables from pass-by-
reference parameters. The fixed point analysis outlined in the previous section
is invoked by fiz(Q) and returns ¢,,, the input-output relation of the method.
To derive suitable postconditions, we shall subject each method declaration to
the following rule:

[METH]
Wefudi, Ve{o}l, + {nochange(W)}e {6}
X={v1,..,Un,res, V], ., vm_1} Q={mn(X):— IV-¢} po = fiz(Q)
F to mn((ref t; v;)™7%, (t; vi)P,,) where mn(X){e} = ¢po

i=m

The inference uses a set of Hoare-style forward reasoning rules of the form
F {#1} e {p2}. Given a transition ¢; from the beginning of the current method/loop
to the prestate before e’s evaluation, the judgement will derive ¢2, a transition
from the beginning of the current method/loop to the poststate after e’s evalu-
ation. A special variable res is used to denote the result of method declaration
as well as that of the current expression under program analysis.

In Fig. 2, the [assieN] rule captures imperative updates with the help of
the prime notation. The [SEQ] rule captures flow-sensitivity, while the [1F] rule
captures path-sensitivity. The [cAaLL] rule accumulates the effect of the callee
postcondition using ¢ ow ¢,,. This rule postpones the checking of the callee
precondition to a later stage. The two rules [METH| and [WHILE| compute a
postcondition (indicated to the right of the = operator) which will be inserted
in the code and used subsequently in the verification rules. The result of these
rules is a definition for each constraint abstraction. As an example, consider:

void mnA(ref int x, int n) where (mnA(x,n,x’))

{ if x>n then x:=x—1;mnA(x,n) else () }




After applying the forward reasoning rules, we obtain the following constraint
abstraction:

mnA(x,n, x’) :— (x>nA(Ix1-x1=x—1AmnA(x1,n, x’)))V(x<nAx'=x)

Note that the forward rules can be used to capture the postcondition of any
recursive method, not just for tail-recursive loops. For example, consider the
following recursive method:

int mnB(int x) where (mnB(x,res)) { if x<0 then 1 else x:=x—1; 2+mnB(x) }
Applying forward reasoning rules will yield the following constraint abstraction:
mnB(x, res) :— (x<O0Ares=1)V(x>0A(3x1,rl-x1=x—1AmnB(x1, r1)Ares=2+r1))

The next step is to apply fixed point analysis on each recursive constraint
abstraction. By applying disjunctive fixed point analysis, we can obtain:

mnB(x, res) :— (x<OAres=1)V(x>0Ares=2%x+1)

Once a closed-form formula has been derived, we shall return to checking the
validity of preconditions that were previously skipped. The rules for verifying
preconditions are similar to the forward rules for postcondition inference, with
the exception of three rules, namely:

VERIFY-CALL VERIFY-WHILE
to mn((ref t; v;)T5%, (t v:i)7,,) where dpo X = freevars(v,e) p=X—X'
W={v;}"1' Z={res,v},..,vp_1} Gpr = X' o ¢ = pdpr
Ppr=3Z-¢po ¢ => [ViVilil1Ppr = {oApdpr}e{¢'}
F{¢} mn(vi..vn) {¢ ow Ppot F {¢} while v do e where ¢ {¢p ox P2}

VERIFY -METH
W={v;}i=1 Z={res,vi,..,v5_1}
Gpr=3Z-¢po  F {¢prAnochange(W)}e{d}
Fto mn((ref t; v)™7 5, (8 vi)7,,) where ¢y, {e}

=1 i=m

The [VERIFY—CALL| rule checks that the precondition of each method call
can be verified as statically safe by the current program state. If it cannot be
proven statically safe, a run-time test will be inserted prior to the call site to
guarantee the safety of the precondition during program execution. The precon-
dition derived for recursive methods is meant to be also satisfied recursively. The
[VERIFY-METH] rule ensures that each of its callees is either statically safe or
has a runtime test inserted. The [VERIFY-WHILE| rule uses X to denote the free
variables appearing in the loop body; the substitution p maps the unprimed to
primed variables. This rule uses the loop formula ¢2 to compute a precondition
¢pr necessary for the correct execution of the loop body. The precondition is
checked for satisfiability using ¢, the state at the beginning of the loop. We refer
to this new set of rules as forward verification rules. We define a special class of
totally-safe programs, as follows:

Definition 1 (Totally-Safe Program). A method is said to be totally-safe
if the precondition derived from all calls in its method’s body can be verified as
statically safe. A program is totally-safe if all its methods are totally-safe.

For each totally-safe program, we can guarantee that it never encounters any
runtime error due to unsatisfied preconditions.



4 Computing Disjunctive Fixed Points

Classical fixed point analysis technique in the polyhedron domain [9] attempts
to obtain a conjunctive formula result with the help of convex-hull and widening
operators. A challenge for disjunctive fixed point inference is to apply selective
hulling on closely related disjuncts whenever needed.

In this paper, we propose a qualitative measure called affinity to determine
the suitability of two formulae for hulling. In order to obtain the affinity between
two terms ¢1 and ¢2, we have to compute two main expressions (i) ¢pu = ¢1DP2
and (ii) dag = druA—(d1Ve2). Furthermore, we also require a heuristic function
heur that indicates how closely related is the approximation ¢1®¢. from the
original formula ¢1V¢s. With this, we can formally define the affinity measure
using;:

Definition 2 (Affinity Measure). Given a function heur that returns a value
in the range 1..99, the affinity measure can be defined as:
affin(p1, ¢2) =ar if pa;p=~false then 100
else if ¢pyu=true then 0
else heur(¢s, ¢2)

The precise extreme (100) indicates that the convex-hull operation is ex-
act without any loss of precision. The imprecise extreme (0) indicates that the
convex-hull operation is inexact and yields the weakest possible formula true.
In between these two extremes, we will use an affinity measure to indicate the
closeness of the two terms by returning a value in the range 1..99.

Selective Hull based on Planar Affinity. The planar affinity measure com-
putes the fraction of planes from the geometrical representation of the original
formula that are preserved in the hulled approximation:

Definition 3 (Planar Affinity Measure). Given two disjuncts ¢i,¢2 and

the convex-hull approximation ¢nu = ¢1Pd2, we first define the set of conjuncts

mset={c€(p1U¢2) | ¢pruy = c}. The planar affinity measure is shown below:
p-heur(¢r, ¢2)=as (|mset|/|p1U2| x 98) 41

The denominator |¢1Ugps| represents the number of planes corresponding to the
original formulae (from both polyhedra ¢; and ¢2). Some of these planes are
approximated by the hulling process, while others are preserved in the approx-
imation ¢p.. The number of preserved planes is represented by the cardinality
of mset and indicates the suitability of the two disjuncts for hulling.
As an example, consider the following disjunctive formula:
¢ = (x<0AT'=7) V (=1 A 2'=0) V (z=2 A 2’'=0)

Firstly, the three disjuncts (denoted respectively by di,d> and ds3) are converted
to a minimal form. As with other operators on polyhedra (e.g. the standard
widening operator from [15]), the minimal form requires that no redundant con-
juncts are present and, furthermore, each equality constraint is broken into two



corresponding inequalities as follows:

di = (z<0ANz'>2 A2’ <x)
do = (x>1 A x<1 Az'>0 A 2'<0)
dz = (z>2 AN x<2 Az’ >0 A 2'<0)

We compute three affinity values, one for each pair of disjuncts from ¢. Note
that the cardinality of the set of conjuncts (#1U¢2) is considered after removing
duplicate conjuncts that appear both in ¢; and ¢,.

di ®ds = ('<x AT'<OAZ'<z—1) mset(di, dz) = {2’ <z,z<1,2'<0}
p-heur(dy,d2) =3/7+98 +1 =43

di ®ds = (2'<z A2’ <ONZ'<2-2) mset(dy,d3) = {z'<z,z<2,2'<0}
p-heur(dy,ds) = 3/7*98 + 1 =43

do®ds = (z>1 Ax<2 A2'<0 A 2'<0) mset(da,ds) = {z>1,2<2,2'<0,2'<0}

p-heur(dz,ds) = 4/6 %98 + 1 = 66

Based on these affinities, the most related pair of disjuncts is {d2, ds}. The result
for selective hull of ¢ will therefore capture a precise relation between = and z':

@,0 = ®,{d1,d2®d3} = (x<0 A z'=2) V (z>1 A 2<2 A 2'=0)

Selective Hull based on Hausdorff distance. Related to our affinity mea-
sure, Sankaranarayanan et al [24] have recently introduced a heuristic function
that uses the Hausdorff distance to measure the distance between the geometrical
representations of two disjuncts.

The Hausdorff distance is a commonly used measure of distance between two
sets. Given two polyhedra, P and @, their Hausdorff distance can be defined as:
h-heur( P, Q)=qrmazzc p{minycq{d(z,y)}} where d(z,y) is the Euclidian distance
between two points z and y. This heuristic was deemed as hard to compute in
[24] and, as an alternative, a range-based Hausdorff heuristic was used.

Fig. 3. Pairs of disjuncts with similar Hausdorff distance

Because it reduces the information about variables to non-relational ranges,
we can argue that a range-based heuristic is less suitable for a relational ab-
stract domain like the polyhedron domain. Furthermore, we present an intuitive
argument why such a distance based heuristic is less appropriate. The pairs of
disjuncts {F1,F2} and {F3,F4} from Fig. 3 may have similar h-heur values; on the
other hand, the affinity based on p-heur precisely indicates that the second pair
{F3,F4} is more suited for hulling. In the Sect. 5, we compare these two heuristic
functions when inferring postconditions for a suite of benchmark programs.



4.1 Powerset Widening Operator

The standard widening operator for the convex polyhedron domain was intro-
duced in [9]. For disjunctive fixed point inference, a (powerset) widening operator
for sets of polyhedra is required. Given two disjunctive formulae ¢; and ¢z, the
challenge is to find pairs of related disjuncts {d;,e;} (d;€¢1, e;€¢2) such that the
result of widening d; wrt e; is as precise as possible.

For this purpose, Bagnara et al [1] introduced a framework to lift a widening
operator over a base domain to a widening operator over its powerset domain.
The strategy used by the powerset widening based on a connector starts by
joining (connecting) elements in ¢2 to ensure that each such connected element
approximates some element from ¢;. Secondly, it chooses related pairs {d;,e;}
based on the logical implication relation, where d;, = e;. Mostly concerned with
convergence guarantees for widening operators, the framework from [1] does
not give a recipe for defining connector operators able to find related disjuncts.
Later, the generic widening operator definition was instantiated for disjunctive
polyhedral analysis by Gulavani et al in [13]. However, their proposal uses a
connector operator that relies on the ability to find one minimal element from
a set of polyhedra. In general, the most precise result cannot be guaranteed by
a deterministic algorithm, since the polyhedron domain is partially ordered. To
overcome this problem, we propose an affinity measure to find related disjuncts
for pairwise widening.

The strategy that we adopt for widening is to choose related pairs {d;,e;}
based on their affinity. After pairwise widening, we subject the result to a se-
lective hull operation provided it contains more disjuncts than ¢;. In general,
there may be more disjuncts in ¢ than in ¢;. A reason for non-convergence of
the powerset widening operator is that some element from ¢ is not involved
in any widening computation and included unchanged in the result. Our opera-
tor (similar to the connector-based widening) distributes each disjunct from the
arguments ¢; and ¢- in a widening computation and thus ensures convergence.

Formally, given two disjunctive formulae ¢1=\/]", d; and ¢2=\/|_, e;, we de-
fine a powerset widening operator V,, as follows: ¢1 Vi ¢2 = ®n{d;Ve;|di€d1, e;€pa},
where d; is the best match for widening e; as found by the widen_affin mea-
sure. Similar to the affinity from Def. 2, the widen-affinity aims to find related
disjuncts, but proceeds by indicating how closely related is the approximation
¢1 V2 from the original formula ¢;.

widen_affin(¢1, p2) = if (¢1Vp2)A—¢p1=false then 100
else if (¢1V¢o)=true then 0
else heur(¢q, ¢2)

The planar affinity measure from Def. 3 can be used for widening, provided we
redefine mset to relate ¢1, ¢2 with the approximation ¢uigen = ¢1Ve2 as follows:
mset = {c € ($p1Ud2)|Pwiden = c}

5 Experiments

We have implemented the proposed inference mechanisms with the goal of ana-
lyzing imperative programs. Our implementation includes a pre-processing phase



Benchmark |Source| Recursive | m=1 m=2 m=3 m=4 m=>5
Programs |(lines) [constraints|(secs)|(secs)|post|(secs)|post|(secs)|post|(secs)|post
binary search| 31 1 044 ]1.02| 1 - - - - - -
bubble sort | 39 2 0.78 1089 | 1 - - - - - -
init array 5 1 0.17]1024| 1 - - - - - -
merge sort 58 3 1421339 3 |37 | 1 |391 448 | 1
queens 39 2 1.89 241 | 2 | 248 | 1 - - - -
quick sort 43 2 063151 2 |1.70| 1 - - - -
FET 336 9 8.24 (10.17| 5 |11.62| 3 |11.90| 1 |12.15] 1
LU Decomp.| 191 10 10.27|13.41| 8 |14.44| 3 - - - -
SOR 84 5 146 | 241 3 |349| 1 [364]| 1 - -
Linpack 903 25 28.14133.23| 20 |35.04| 2 - - - -

Fig. 4. Statistics for postcondition inference. Timings include precondition verification.
(7-” signifies a time or post similar to those from the immediate lower value of m)

to convert each C-like input program to our core language. The entire prototype
system was built using Glasgow Haskell compiler [16] extended with the Omega
constraint solving library [23]. Our test platform was a Pentium 3.0 GHz system
with 2GBytes main memory, running Fedora 4.

We tested our system on a set of small programs with challenging recursion,
and also the Scimark and Linpack benchmark suites [21, 10]. Figure 4 summarizes
the statistics obtained for each program. To quantify the analysis complexity of
the benchmark programs, we counted the program size (column 2) and also the
number of recursive methods and loops present in each program (column 3).

The main objective for building this prototype was to certify that the dis-
junctive analysis can be fully automated and that it gives more precise results
compared to a conjunctive analysis. To this end, we experimented with different
bounds on the number m of disjuncts allowed during fixed point analysis. For
each value of m, we measured the analysis time and the number of methods for
which the postcondition was more precise than using (m—1) disjuncts. For each
analyzed program, we detected a bound on the value of m: increasing m over this
bound does not yield more precision for the formulae. The analysis time remains
constant for cases where m is bigger than this bound, therefore the values be-
yond these bounds are marked with ”-”. Capturing a precise postcondition for
algorithms like binary search, bubble sort, or init array was done with a value
of m equal to 2. We found that queens and quick sort require 3 disjuncts, while
merge sort can be inferred by making use of 5 disjuncts.

We also evaluated the usefulness of the disjunctive fixed point inference
for static array bound check elimination. The results are summarized in the
Fig. 5. Column 2 presents the total number of checks (counted statically) that
are present in the original programs. Columns 3 and 5 present the number of
checks that cannot be proved safe by using conjunctive analysis (m=1) and, re-
spectively, disjunctive analysis with m=>5 and planar affinity. For comparison,
column 4 shows results of analysis using the Hausdorff distance heuristic, where
the number of checks not proven is greater than using planar affinity.



Using the planar affinity, the two programs bubble sort and init array were
proven totally safe with 2-disjunctive analysis. Merge sort and SOR exploited
the precision of 4-disjunctive analy-

sis for total check elimination. Even Benchmark |Static|Conj. Haus. \Plan.
if not all the checks could be proven .Programs Chks. | m=1| m=5 |m=5
safe for queens, quick sort, FFT, LU binary search| 2 2 2 2
and Linpack benchmarks, the num- b'ul.)ble sort | 12 3 0 0
ber of potentially unsafe checks de- init array 2 2 0 0
creased gradually, for analyses with | ™M€T&¢ sort | 24 9 4 0
higher values of m. As a matter of fact, queens 8 4 2 2
our focus in this paper was to infer quick sort | 20 | 5 5 1
precise postconditions and we relied FET 62 17 12 5
on a simple mechanism to derive pre- |LU Decomp.| 82 | 42 9 4
conditions. To eliminate more checks, SOR 32 1 15 2 0
we could employ the technique of [3] Linpack | 166 | 92 | 65 | 52

which is powerful enough to derive
sufficient preconditions and eliminate
all checks in this set of benchmarks [26]. However, we stress that, either kind of
prederivation we use, disjunctive analysis is needed for better check elimination.
In general, analysis with higher values for m has the potential of inferring
more precise formulae. The downside is that computing the affinities of m dis-
juncts is an operation with quadratic complexity in terms of m and may become
too expensive for higher values of m. In practice, we found that the case (m=3)
computes formulae sufficiently precise, with a reasonable inference time.

Fig. 5. Statistics for check elimination

6 Related Work

Our analysis is potentially useful for software verification and for static analyses
based on numerical abstract domains.

Program verification may be performed by generating verification conditions,
where their validity implies that the program satisfies its safety assertions. Veri-
fication condition generators assume that loop invariants are present in the code,
either annotated by the user or inferred automatically. Methods for loop invari-
ant inference include the induction-iteration approach [25] and approaches based
on predicate abstraction [11, 17]. Leino and Logozzo [18] designed a loop invari-
ant computation that can be invoked on demand when an assertion from the
analyzed program fails. The invariant that is inferred satisfies only a subset of
the program’s executions on which the assertion is encountered. Comparatively,
our method infers a disjunctive formula that is valid for all the program’s exe-
cutions, with each disjunct covering some related execution paths. We achieve
this modularly, regardless of any subsequent assertions. Thus, our results can be
directly used in the inter-procedural setting.

Partitioning of the abstract domain was first introduced in [5]. Recently,
Mauborgne and Rival [19] have given strategies for partition creation and demon-
strated their feasibility through their use in ASTREE static analyzer [2]. Like



them, we make the choice of which disjunctions to keep at analysis time. How-
ever, the partitioning criterion is different. In their case, the control flow is used
to choose which disjunctions to keep. Specifically, a token representing some
conditions on the execution flow is attached to a disjunct, and formulae with
similar tokens are hulled together. In our case, the partitioning criterion is based
on a property of the disjuncts themselves, with the affinity measure aiming to
hull together the most closely related disjuncts.

Various abstract numerical domains have been developed for static analysis
based on abstract interpretation. The form of invariants to be discovered is
determined by the chosen numerical domain: from the interval domain that is
able to discover relations of the form (£z<c), to the lattice of polyhedra that
represents invariants of the form (a;z1+..4a,2,<c), all these abstract domains
represent conjunctions of linear inequalities. Our pre/post analysis is formalised
in a manner that is independent of the abstract domain used. It can therefore
readily benefit from advances in constraint solving techniques for these numerical
domains.

7 Conclusion

We have proposed a new method for inferring disjunctive postconditions. Our
approach is based on the notion of selective hulling as a means to implement
adjustable precision in our analysis. We introduced a simple but novel concept
called affinity and showed that planar affinity is superior to a recently introduced
method based on Hausdorff distance. We have built a prototype system for
disjunctive inference and have proven its correctness in the technical report [22].
Our experiments demonstrate the utility of the disjunctive postconditions for
proving a class of runtime checks safe at compile-time, and the potential for
tradeoff between precision and analysis cost.
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